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The associative desorption of H2(ν) on a graphite(0001) surface via an Eley-Rideal mechanism has been
studied using a time-dependent wave packet method. In particular, the importance of a coverage of other
light H atoms on the surface was investigated. We find that the H2 molecules are formed less vibrationally
excited than in previous studies with no surface coverage of H atoms. We also find that the presence of other
(nonreactive) hydrogen atoms does have an effect on the formation probabilities of H2(ν), especially at low
translational energies of the incoming H atom and at resonances.

1. Introduction

The current paper is a continuation of research1-3 into the
formation of H2 in interstellar space via surface-catalyzed
associative desorption. The primary motivation for studying the
formation of H2 and its isotopic analogues on graphite lies in
astrophysics. H2 is the most abundant molecule in interstellar
space, which makes its formation an important astrophysical
process. H2 plays an important role as a coolant gas in the
collapse of interstellar clouds, leading to the formation of stars.
It is also the starting point of many interstellar gas-phase
reactions leading ultimately to the formation of complex
molecules in space. Note that H itself is the starting point for
most gas-surface reactions. It has been studied extensively in
recent years, both experimentally4-13 and theoretically.1-3,14-28

Other related systems have been studied as well.29-32

Despite the importance of H2, its formation is still poorly
understood. It is generally accepted that the dominant reaction
mechanism for the formation of H2 in interstellar space is via
surface-catalyzed associative desorption on interstellar dust
grains.33-36 This is the only explanation for the current observed
abundances of H2 in space.37 In the early universe, other reaction
mechanisms, following a radiative association pathway via either
H+ or H-, would have been important as well, in particular
before the formation of dust grains. The precise nature of these
dust grains is not known, and they may contain many com-
pounds. However, there is observational evidence from the
“extinction hump” at 2200 Å that the dust may at least partially
be coated in graphite.38-41 Therefore, most models include
reactions on carbon.42 In our calculations, we use graphite (0001)

as a model for interstellar grains, because graphite is also the
material used in current laboratory experiments at UCL on this
reaction.10,11

Generally speaking, the formation of H2 on dust grains can
occur through two reaction mechanisms, the Langmuir-
Hinshelwood mechanism and the Eley-Rideal mechanism.43

In the Langmuir-Hinshelwood mechanism, both particles
involved in the reaction are initially adsorbed on the surface
and thermalized to it. Subsequently, these particles move across
the surface by tunneling or by diffusion. Upon encountering
each other, they react and desorb. The energy released will be
partly absorbed by the surface and partly taken away by the
product molecule. In the (direct) Eley-Rideal mechanism, only
one particle is adsorbed on the surface and thermalized to it.
The second particle collides with the first particle without first
thermalizing to the surface, forming a molecule which can
desorb. Which process is most like the actual process in the
interstellar medium is heavily dependent on the actual morphol-
ogy of the dust grains. However, in general, one can say that
the mechanisms described here are extremes and that the actual
H2 formation mechanism is most likely a combination of both.
One such combined mechanism is the so-called “hot atom”
mechanism, in which the incoming hydrogen atom first moves
around on the surface (without thermalizing to it) before
encountering the adsorbed “target” hydrogen atom and reacting
to form H2. In a recent reaction kinetics study by Cazaux and
Thielens, this process was found to work very efficiently at low
temperatures.44

These general reaction mechanisms do not imply anything
by way of the time the formed H2 needs to desorb from the
surface. The precise nature of the desorption, which is deter-
mined by the graphite-H2 interaction, will have a significant
effect on the final H2 rovibrational distributions. Note there is
some experimental evidence based on temperature programmed
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desorption data that the H2 residence times on the surface may
be significant.8

In the theoretical study of the formation of H2, some studies
have focused on the Langmuir-Hinshelwood mechanism,27,28

although most attention has been on the Eley-Rideal reaction
mechanism.1-3,14-21,26 The hot atom mechanism has not been
studied yet for this reaction, although some quasiclassical
calculations for the formation of H2 on Ni(100) have been
published.45-48 Both steps of the Eley-Rideal reaction mech-
anism, i.e., the adsorption of the initial H atoms and the
subsequent reaction with another H atom, have been investigated
extensively.

With regards to the initial adsorption of hydrogen on dust
grains the focus of the discussion has mainly been on the
question of whether the initial H is chemisorbed or physisorbed
on the surface and whether there is a barrier to chemisorption.
Initially, calculations on the adsorption of hydrogen on coronene
by Jelloaica et al.,20 which show a barrier to chemisorption of
approximately 0.2 eV and a puckering of the C atom directly
underneath the adsorbing hydrogen, were contradicted by
calculations done by Farebrother et al. on the adsorption of
hydrogen on graphite(0001) using density functional theory with
periodic boundary conditions.1 In the latter calculations, no
puckering or barrier was found. Later, Sha and Jackson,16

Allouche et al.,26 and Meijer and Fisher49 found that with a more
converged description of the Brillouin zone in the study of
H-graphite using periodic DFT one also finds puckering of the
underlying C and a barrier to adsorption of the hydrogen atom.
Recent experimental results also appear to corroborate the
presence of a barrier to chemisorption.12,13

The different potentials and different fits to the potentials
lead to very different results in the subsequent dynamics
calculations. Part of the discrepancy is caused by the treatment
of the “unpuckering” of the puckered C atom. Because most
approaches do not take this into account dynamically, it has to
be dealt with via the potential. Here, two treatments are
possible: the C atom can unpucker on the time scale of the H
+ H-graphite reaction (adiabatic approach)17,21 or it does not
unpucker on the time scale of the H+ H-graphite reaction
(nonadiabatic approach).2,15,16Note that the potential based on
the calculations of Farebrother et al.1 has a similar exothermicity
for the formation of H2, a comparable H-graphite adsorption
energy, and a similar decrease of the PES after the interaction
region as H2 leaves the surface as the Sha potential for a slow-
moving C. Therefore, the results obtained on the latter potential
can be compared directly to the results of the Farebrother
potential. Another source of discrepancies between the different
results lies in the different fitting methods and/or model
potentials used to obtain a global PES from the ab initio points.

Even so, a number of general conclusions can be drawn from
all of these calculations. First, H2 is formed vibrationally highly
excited (e.g., vibrational quantum numberν ) 0-5,2 ν ) 4-7,21

or average vibrational quantum number〈ν〉 ) 616,17). Second,
H2 is also formed rotationally excited (e.g., rotational quantum
numberj ) 8-11,19 j ≈ 13,2 or average rotational quantum
number〈j〉 ) 5-616). Third, there is a significant isotope effect
in that the precise reaction geometry, H-on-surface vs D-on-
surface and incoming H vs incoming D, has a big influence on
the final reaction probabilities.3,12,17This means that one has to
be careful applying state-resolved results obtained for HD to
the formation of H2, because the dynamics for the formation of
the two different molecules will be different. This could also
have significant implications for laboratory experiments on this

reaction, because the formation of HD is often studied as a
template for the formation of H2 for experimental reasons.

When we compare the current theoretical results to the
experimental data currently available from the Cosmic Dust
experiment at UCL, it has to be noted that no states higher than
ν ) 2 and j ) 3 have been measured yet.11 Moreover,
preliminary analysis of the data suggests that less than 50% of
the available energy is in the H2 molecule, when it is detected.
Additionally, evidence of the barrier of 0.2 eV (or approximately
2300 K) toward adsorption of H on graphite, which was
predicted by DFT calculations, has now also been found
experimentally.13 A barrier of this height would make it almost
impossible for hydrogen to adsorb on graphite under interstellar
conditions or under the conditions in the UCL cosmic dust
experiment,10 although physisorption is of course still possible.
In that case, however, one would expect there to be little
interaction between the H atoms and the surface as well as
between the formed H2 and the surface. This would mean that
approximately 4.7 eV has to be accommodated by the H2

formed, contradicting the available experimental data. One
possible explanation for the discrepancies between calculation
and experiment is that in the experiment relatively high flux
conditions (compared to the interstellar medium) are used and
that in the experiment graphite is used, which is not a single
crystal and which will undoubtedly have many defects. This
may mean that there could be other H atoms on the surface,
which might be able to siphon energy away from the formed
H2 molecule, leading to a molecule with less internal energy
detected than might be expected based on the calculations.

The significant rovibrational excitation predicted by theory
should make it easy to observe highly excited H2 in interstellar
space via features in the 1-5 µm spectral range. Attempts so
far, however, have been unsuccessful.22 However, if the H2

molecule leaves the surface with much less internal excitation
than currently predicted by theory, then that may also explain
the nondetection of highly excited H2 in interstellar space. In
that case, the features in the 1-5 µm range, which would be
indicative of highly excited H2 may be so weak that they fall
below the detection limit of the telescope used in the observa-
tions. An additional source of discrepancy between the calcula-
tions and the astronomical observations is our poor knowledge
of the composition and morphology of cosmic dust grains. These
grains will have significant contamination with elements other
than carbon and will not be highly crystalline. Both factors will
obviously significantly impact the reaction dynamics for the
formation of H2.

In this paper, we have set out to investigate the role that other
(nonreactive) H atoms may play in the outcome of the reaction.
To study this systematically, we have placed a uniform
monolayer of H atoms on top of a crystalline graphite surface.
In wave packet calculations, we then let an H atom collide with
a designated H atom on this modified graphite surface to H2

via the Eley-Rideal reaction mechanism. Only zero impact
parameter collisions are considered, and only one of the
nonreactive H atoms is allowed to vibrate. The potential for
this reaction was obtained from plane wave density functional
theory calculations. For more details, we refer to section 2.

This article is setup as follows. Section 2 describes the theory,
and section 3 describes computational methods used. Section 4
discusses the results, and section 5 gives the final conclusions.

2. Theory

2.1. Coordinate System, Model System, and Basis Sets.
We start by introducing some notation. The incident H atom
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has Cartesian coordinatesxi ) (xi, yi, zi), whereas those of the
target H atom are given asxt ) (xt, yt, zt). We find it more
convenient to use Jacobi coordinates in our calculations. Thus,
we use the relative position vectorr ) xt - xi and the center-
of-mass position vectorX ) (mixi + mtxt)/(mi + mt), wheremi

and mt are the masses of the incident and target atoms,
respectively.r is most conveniently expressed in polar coordi-
natesr ) (r, ϑ, æ), wherer is the length ofr andϑ andæ are
the polar and azimuthal angles, respectively.X is used in
Cartesian coordinatesX ) (X, Y, Z), whereX, Y, andZ indicate
the position of the center-of-mass of the molecule above the
surface. As well as the two reacting atoms, we include a
nonreactive spectator H atom into some of our calculations. This
has the Cartesian coordinatesxs ) (xs, ys, zs). All other atoms
on the surface are assumed to be frozen in their equilibrium
configuration. We assume that there is a full monolayer coverage
of hydrogen on the surface initially, i.e., two hydrogens per unit
cell.

To make our calculations tractable, we make the following
assumptions. We assume that the surface is fixed, i.e., phonons
are excluded from our calculations. This should be a reasonable
approximation for the dynamics of this system, because of the
mass difference between H and C. Also, Ruttigliano and co-
workers have shown19 in a mixed classical-quantum calculation
in which the phonons were included (classically) that energy
transfer to the solid is small. Also, as mentioned above, all
hydrogens on the surface, except for the spectator and target
atoms are frozen in their minimum energy positions. We also
assume that the spectator hydrogen can only move in thez
direction. Moreover, we assume that there are only perpendicular
zero impact parameter collisions. This will allow us to determine
a lower limit for the influence of the nonreactive hydrogens on
the reaction probability. This does mean that we do not assume
the surface to be flat as in previous calculations.2,3

The basis functions inZ, r, andzs, as in ref 2, are “wrapped”
sinc-DVR (discrete variable representation) functions.50-53

2.2. Potential.As in our earlier calculations,2,3 we have used
a LEPS (London-Eyring-Polyani-Sato) potential, adapted for
use with surfaces.54 This potential is given as

where aa indicates an atom-atom interaction and as an atom-
surface interaction. The termsUâ(d) andQâ(d) with â ∈ {aa,
as} andd ∈ {zi, zt, r} are defined as

In our earlier papersfâ(d) equalled 1. Those potentials will be
designated standard LEPS (SLEPS). Thefâ(d) term is defined
as55

It was found in fitting DFT calculations for the Ni+ H2 system

that including thefâ(d) term in the calculations improved the
long-range behavior of the potentials.45,46,55These potentials will
be called modified LEPS (MLEPS). Note that there is a slight
difference in our use of thefâ(d) term compared to the approach
taken by, e.g., Sha, Jackson and Lemoine.17 In their calculations,
fâ(d) is always one for the incident atom and not necessarily
one for the target atom, which introduces a asymmetry in the
potential for exchange of the two hydrogen atoms. Therefore,
we have chosen to treat all hydrogens equal, which means that
there is onefâ(d) for all atom-surface interactions. This ensures
that in an exchange-type reaction, where effectively at the end
of the reaction the incoming and target atoms have exchanged
places, the potential at the beginning and at the end of the
calculation are identical.

Starting from the LEPS potential defined above, we build
the potential for the entire covered graphite surface. We do this
by viewing V(zi, zt, r) as the interaction potential between
hydrogen atomsk andl, writing asVkl(zk, zl, rkl). The interaction
potentialV for the entire system is then build up from these
pair-potentials as

whereN is the total number of atoms in the hydrogen layer.
The last two terms in eq 5 are included to avoid problems with
counting interactions more than once. This term has this specific
form, because each atom is involved in (N - 1) pairs. Therefore,
(N - 2) atom-surface interactions must be subtracted to obtain
the correct potential. The potential as given in eq 5 shows the
correct asymptotic behavior with respect to removal of any of
the hydrogens atoms from the surface. It also reverts to the single
adsorbed atom potential, if the distances between the H atoms
on the surface become very large.

2.3. Hamiltonian, Propagation, Analysis, and Initial States.
Our choice of coordinates gives the following Hamiltonian:

wheremH is the mass of the hydrogen atom,µH2 is the reduced
mass of the hydrogen molecule, andmH2 is the mass of the
hydrogen molecule. Finally,V(zs, r, R) is the interaction
potential. A pictorial representation of the coordinates is given
in Figure 1.

The initial wave function is generated as a function ofzi, zs,
andzt, the heights of the incident, spectator, and target atoms
above the surface, respectively, as

Here,æ0(zt, zs) is the lowest eigen state of the two-dimensional
vibrational Hamiltonian, which governs the two atoms that are
initially in the hydrogen layer. However, the interaction between
the target and spectator atoms is very isotropic, which means
we can assume thatæ0(zt, zs) ) V0(zt)w0(zs), whereV0(zt) and
w0(zs) are the lowest eigenfunctions of the one-dimensional
vibrational Hamiltonians for the target and spectator atoms,
respectively. For the propagation, this initial wave function is
transformed from the (zi, zt, zs) coordinates to the (Z, r, zs)

V(zi, zt, r) ) Uas(zi) + Uas(zt) + Uaa(r) - {[Qas(zi) +

Qas(zt)]
2 + Qaa

2(r) - Qaa(r)[Qas(zi) + Qas(zt)]}
1/2 (1)

Uâ(d ) )
Dâ

4(1 + ∆â)
[(3 + ∆â)e

-2Râ(d-dâ) -

(2 + 6∆â)fâ(d)e-Râ(d-dâ)] (2)

Qâ(d ) )
Dâ

4(1 + ∆â)
[(1 + 3∆â)e

-2Râ(d-dâ) -

(6 + 2∆â)fâ(d)e-Râ(d-dâ)] (3)

fâ(d)) exp[ R′â(d - dâ)

1 + e-R ′′âRâ(d-d′â)] (4)

V (z1, ...,zN; r12, ..., rN-1N) ) ∑
k>l

N

∑
l)1

N

Vkl(zl, zk, rkl) -

(N - 2)∑
k)1

N

Uas(zk) + (N - 2)∑
k)1

N

|Qas(zk)| (5)

Ĥ ) -1
2mH

∂
2

∂zs
2

- 1
2µH2

∂
2

∂r2
- 1

2mH2

∂
2

∂Z2
+ V(zs, r, R) (6)

Φ(zi, zt, zs) ) 1

x32πâ
e-ik0zie-(z-z0)2/4âæ0(zt, zs) (7)
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coordinates. This requires interpolation ofV0(zt) and w0(zs),
which is straightforward, since both are very smooth.2

The wave function is propagated in time using the real wave
packet method of Gray and Balint-Kurti.56-59 In this method,
reaction probabilities are calculated from only the real partq
of the wave packetΨ. q is propagated in time using a modified
Schrödinger equation whereĤ is replaced by a function of itself,
f(Ĥ). For a judicious choice off(Ĥ), the propagation is given
by a Chebychev recursion relation.56,58,59During the propagation,
the wave packet is damped at the edges of the grid to avoid
unphysical reflections.60

The final analysis is performed using a flux-based
method.57,61-63 In this method, the total reaction probability,
Pr(E), is calculated from the energy-dependent flux through a
surface in the exit channel atZs ) 7.9 Å. The reaction
probability as a function of total energy,P(E), is defined as

whereµ is the reduced mass of H2 andF̂(Zs) is the flux operator
for the flux through a surface atZs. Ψ+(E) is the scattering
wave function. The state-resolved reaction probability,Pνj(E),
is simply obtained by introducing the projection operatorP̂ νλ,
which is defined as63

which projectsΨ+(E) onto the vibrational eigenfunctions of
the H2 molecule, which are labeled byν and onto the vibrational
eigenfunctions of the bond between the spectator atom and the

graphite, which is labeled byλ. Division by P(E) ensures that
the state selected reaction probabilities add up to one. The
nonreaction probability can be defined in a similar way toP(E),
only in this case the surface lies atrs. The fact that the
probabilities always sum to one for a converged calculation is
a diagnostic on the quality of the calculation. Note that we plot
P(Ei) in section 4, whereEi is the initial translational energy of
the incoming H atom.

3. Computational Details

3.1. Potential.3.1.1. Electronic Structure Calculations.All
electronic structure calculations were performed using density
functional theory including gradient corrections, using the
Perdew and Wang-9164 exchange-correlation functional. The
program used was VASP 4.4.4.65-68 All calculations were run
on the SGI Origin 2000 at the HiperSpace center at University
College London. We used a 3× 3 × 1 Monkhorst-Pack
sampling for thek points. This was sufficient to reproduce the
graphite-H interaction potential as calculated by Sha and
Jackson,17 who used morek points in their calculations. The
box size in our calculations was 13.92 bohr by 13.92 bohr by
60 bohr (7.37× 7.37 × 31.75 Å), which is large enough to
exclude the interaction of particles with their mirror images.
We used the standard “ultrasoft” pseudo potentials, which have
plane wave cutoffs of 286.744 eV for C and 349.404 eV for H.

The procedure to calculate the potential energy points was
as follows: First we optimized the distance of a complete H
layer with respect to a single layer of carbon atoms. The
optimum distance was found to be 6.63 bohr (3.51 Å) above
the surface with a binding energy of 92 meV of the complete
layer to the graphite surface. The energy needed to extract a
single H atom from that layer was found to be 2.50 eV. The
exothermicity of this potential was found to be 2.05 eV, which
is considerably lower than the exothermicity of 2.75 eV for the
potential with a single adsorbed H atom, which was used for
the calculations in refs 2 and 3.

Subsequently, we generated about 90 potential energy points,
mainly concentrating on the entrance and interaction regions
of the potential energy surface. If we had used a spline-fit to fit
our surface, this would not have been sufficient. However,
because we use a simple model potential, this is sufficient.
During these calculations all nonreactive atoms were supposed
to be in their minimum energy position, apart from the Carbon
atom directly beneath the target H atom, whose position was
optimized.

3.1.2. Fitting of Model Potential.There are 8 (14) fit
parameters for the SLEPS (MLEPS) potential. Of these, three
(six) model the C-H interaction, and three (six) model the H-H
interaction. The final 2 parameters are the Sato paramters,∆â,
which model the coupling between the two interactions.

First, we fitted the H-H parametersDm, Rm, anddm for the
SLEPS potential, and theDm, Rm, dm, R′m, R′′m, and d′m
parameters for the MLEPS potential. This was done by
calculating the rovibrational energies of H2 in a potential
generated by a specific set of parameters. These were subse-
quently optimized against the 320 experimentally observed
rovibrational levels,69,70using a least-squares fitting algorithm.
Because this calculation is quite time-consuming, we first fitted
a subset of eigenvalues with random start-up parameters. The
best results from this procedure were subsequently used as
startup parameters for the complete set. For the least-squares
fitting part of our program, we used subroutine E04UNF from
the NAG library.71

After the calculation of the H-H parameters, we fitted the
remaining parameters to the DFT points. As mentioned above,

Figure 1. Coordinates included in calculation: (a) 2D calculations
and (b) (2+1)D calculations.

P(E) ) p
µ

Im 〈Ψ+(E)|F̂(Zs)|Ψ+(E)〉 (8)

P̂ νλ ) 1
P(E)

|Vν(r)wλ(zs)〉 〈wλ(zs)Vν(r)| (9)
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these were mainly in the entrance and interaction regions of
the PES. We had to scale the DFT points by 4% to get the
proper dissociation energy for H2. The C-H and Sato param-
eters were optimized by hand to obtain a fit that was as close
as possible to the DFT points without introducing artifacts in
the potential. This could not be done automatically, since such
artifacts were unavoidable in that case, because certain areas
were only sparsely populated with electronic structure points.

The resulting parameters for the SLEPS and MLEPS poten-
tials are given in Table 1. The potentials are plotted as a function
of r andR at the equilibrium distance ofzs in Figure 2, parts a
and b. The MLEPS potential shows better agreement with the
DFT points, in particular in the entrance region. This is due to
the extra termfâ term in the attractive part of the potential. This
gives the fit some extra flexibility to accommodate the almost
harmonic potential in which the target atom moves within the
H layer.

Finally, we have to point out here that approximations have
to be made in the construction of the PES, both in the electronic
structure calculations, where, e.g., we had to restrict ourselves
to using DFT, which has known problems in describing
physisorption interactions, and in the fitting process, where, e.g.,
we predetermined the form of the interatomic potential.
Therefore, this potential can only be considered to give a
qualitative rather than a quantitative description of the “real”
interaction potential. However, similar approximations were
made in earlier potentials, which means that comparison with
the earlier results should give meaningful results. Moreover,
these calculations should give us a good idea of the influence
of the changes in the potential on the dynamics and the
subsequent state-resolved reaction probabilities.

3.2. Quantum Dynamics Calculations.We performed two
sets of calculations. In the first set of calculations, we only

include ther and R coordinates into our calculations. This
coordinate system is identical to the one used in the 2D
calculations in refs 2 and 3. In the second set of calculations,
we also included thezs coordinate in our calculations. These
calculations will be indicated (2+1)D calculations.

To facilitate our calculations, we use the sorting algorithm
of Groenenboom and Colbert,51 as well as the point selection
algorithm of Meijer and Goldfield.62 We performed our calcula-
tions on the 48 processor Origin 2000 at the Hiperspace Center
at University College London using the DDPHP (doubly
distributed parallelĤΨ) method, recently developed by one of
us.72 The key idea behind this algorithm is to distribute the entire
wave packettwice, so that each processor in the calculation
contains twodifferent slices of the wave packet. This means
that no communication between the processors is required for
all computations. The wave packet only needs to be resynchro-
nized after eachĤΨ iteration. The result is that the percentage
of the wave packet that has to be transferred in each iteration
decreaseswith an increasing number of processors. This is in
contrast to an algorithm in which the wave packet is only
distributed once, because in that case the percentage of the wave
packet to be transferred in each iteration actuallyincreaseswith
increasing number of processors. The efficient communication
characteristics of the DDPHP algorithm combined with an
efficient computational layout means that the algorithm scales
linearly with an increasing number of processors.72 Use of the
DDPHP algorithm greatly reduced the turn-around time for our
calculations.

4. Results

4.1. 2D Calculations.The SLEPS results in this paper will
be compared to the results for the single H adsorbed situation,
which were published in refs 2 and 3. To aid in the discussion,
we have reprinted panel a of Figure 1 in ref 3 as Figure 3c. We
will not compare the results for the MLEPS potential with the
results from these references, because the functional forms of
the LEPS potentials are quite different. We will only compare
these MLEPS results to the SLEPS results discussed below.

4.1.1. SLEPS Potential.The 2D results for the SLEPS
potential are plotted in Figure 3a. Comparing these results to
Figure 3c shows that the change in potential has led to a drop
in the vibrational excitation of the product H2 molecule. We
note here that the drop cannot be due to the kinetic energy part
of the Hamiltonian used, because the one used here is identical
to the one used in ref 2 and 3, even though they describe
completely different dynamical systems.

Comparing these results to the earlier results plotted in Figure
3c, it is clear that the change in potential has brought a decrease
in the maximum H2 vibrational quantum number fromν ) 6
(channel opens at 1000 K) toν ) 4 (channel opens at 250 K).
Also, we find at low energy that the most populated states are
ν ) 2 andν ) 3, where as before it wasν ) 3-5. Another
difference is that the current reaction probabilities fluctuate more
with increasing translational energy than the earlier results. In
Figure 3a, we also find two resonances at 280 and 920 K,
comparable to the feature found at 1150 K in Figure 3c. These
resonances are most likely excited states of H2 within the
H-layer, although specific assignment should be done by
calculating time-independent wave functions, which lies outside
the scope of the current work. Between 400 and 600 K, we
also see significant changes in the reaction probabilities, in
particular a decrease inν ) 2 and an increase inν ) 3, very
similar to the resonances found for the formation of HD from
adsorbed H in ref 3, although in this case it is not accompanied

TABLE 1: Table of Fitting Parameters

parameter SLEPS MLEPS

Das 0.087845 hartree 0.066508 hartree
∆as -0.25 -0.314939
Ras 0.70000 bohr-1 0.49007 bohr-1

das 6.57 bohr 6.61449 bohr
R′as 0.0 0.40592 bohr-1

R′′as 0.0 6.68939 bohr-1

d′as 0.0 7.50049 bohr
Daa 0.174559 hartree 0.174559 hartree
∆aa 0.27 0.433609
Raa 1.045838 bohr-1 1.021897 bohr-1

daa 1.40547 bohr 1.411680 bohr
R′aa 0.0 0.206920 bohr-1

R′′aa 0.0 2.227382 bohr-1

d′aa 0.0 3.521245 bohr

Figure 2. Model potentials: (green) SLEPS fit and (red) MLEPS fit.
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by a sharp decrease in the total reaction probabilities. If the
area between 400 and 600 K is also a (broad) resonance, then
it is of a different type than the ones at 280 and 920 K, where
changes in the reaction probabilities are much more abrupt.

In Figure 4a, we plotted the average translational energy for
the product H2 molecules as a percentage of the total available
energy as a function of the initial translational energy of the
incoming H atom. The percentage translational energy varies
around 40%, which is similar to the result obtained in ref 2.
The main difference with the earlier work is the much wider
variation in Figure 4a. The sharp resonances from Figure 3 are
clearly still present. Note that we find a much lower percentage
translational energy for the H2 product between 400 and 600 K
than anywhere else.

4.1.2. MLEPS Potential.It is clear from comparing part a to
part b of Figure 3 that using the MLEPS form of the potential
leds to higher vibrational excitation of the product. This has to
be due to the wider entrance channel of the MLEPS potential.
This leads to a much less tight transition from entrance channel
to exit channel. In classical terms, the wider entrance channel
leads to a larger portion of phase space becoming accessible,
including areas in which the adsorbed H has a relatively large
vibrational distance upon entering the interaction region.

Interestingly, the wider entrance channel also makes the
dependence of the reaction probabilities on the initial transla-
tional energy of the incoming H atom much smoother and less
variable. We find two sharp resonances, one at 200 K and one
at 600 K. Again, these correspond most likely to excited states
of H2 in the H layer. These resonances are found at lower initial

translational energies than in the case of the SLEPS potential,
which has to be due to the wider entrance channel in the MLEPS
case, which leads to lower excitation energies for the adsorbed
H and H2. We can find no evidence of any features, which might
be broad resonances, like the one found for the SLEPS potential
between 400 and 600 K.

The higher vibrational excitation of the H2 product is also
evident from the plot of the translational energy as a percentage
of the total energy as a function of the initial translational energy,
plotted in Figure 4b. Here, we find only 20% translational energy
and 80% vibrational energy, compared to 40% and 60%,
respectively in Figure 4a. Also, the MLEPS curves are fluctuat-
ing less with initial translational energy than in the SLEPS case,
which is entirely consistent with the reaction probabilities.

4.2. (2+1)D Calculations.4.2.1. SLEPS Potential.In Figure
5a, we plotted the reaction probabilities for the (2+1)D
calculations summed over all states of the spectator atom.
Comparing these results with the results for the 2D calculations
in Figure 3a, we see that the two are broadly similar. The main
differences are the suppression of the resonance at 920 K and
the emergence of a resonance at 100 K. The broad feature
between 400 and 600 K is not affected as much as the
resonances. This picture is emphasized if we investigate the
state-resolved reaction probabilities, summed over all H2 states.
These are plotted in Figure 6a per stateê of the spectator atom
as a function of initial translational energy. The resonances at
200 K and around 900 K show significant excitation of the
spectator atom, whereas the broad feature between 400 and

Figure 3. Reaction probabilities as a function of the initial translational
energy of the incoming H atom for the 2D calculations: (a) SLEPS
potential and (b) MLEPS potential.

Figure 4. Percentage translational, vibrational, and excitation energy
of the total available energy as a function of the initial translational
energy of the incoming H atom for the 2D and (2+1)D calculations:
(a) SLEPS potential and (b) MLEPS potential.
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600 K shows almost none. Also, around the new resonance at
100 K, we see significant excitation of the spectator atom as
was to be expected based on the other resonances.

In Figure 4a, we also plotted the percentage translational
energy, H2 vibrational energy, and spectator vibrational energy
for the (2+1)D calculations. It is clear from this figure that only
a small percentage of energy will end up in the spectator mode
for the SLEPS potential. However, it is also clear that introduc-
ing the spectator mode does introduce a redistribution of energy
in the reaction. At 100 K, according to Figure 4a we see a flow
away from vibrational excitation of the product H2 molecule.
This is corroborated by Figure 7a, in which we plotted the
populations of the vibrational levels (ν) for the 2D calculations
(sticks) together with the populations of the (ν, ê) levels of the
(2+1)D calculations (histogram). Here, we see a clear decrease
in the population for the (2+1)D (ν ) 3,ê ) 0) state compared
to the 2D (ν ) 3) state. This is only marginally compensated
by higher populations for the (ν ) 2, ê ) 0), (ν ) 1, ê ) 0),
and (ν ) 3, ê ) 1) states, leading to an overall conclusion that
for the SLEPS potential at 100 K inclusion of the spectator bond
will lead to lower vibrational excitation.

Interesting enough, we also see a change in the vibrational
and translational energy percentages, where there is almost no
population in excited spectator modes, e.g., between 400 and
600 K. This means that, even if no excited spectator atoms are
present after the collision, this bond is still used during the
collision as a reservoir which enables energy transfer from one
mode to another.

4.2.2. MLEPS Potential.Comparing the reaction probabilities,
summed over all spectator states, for the (2+1)D calculations
in Figure 5b with the reaction probabilities for the 2D calcula-
tions in Figure 3b, we see more differences than in the case of
the SLEPS potential. The resonance at 600 K has shifted to
lower energies, and we see changes in the reaction probabilities
at 800 K. However, most importantly, we see a reversal of the
curves for theν ) 3 andν ) 4 states at energies below 150 K.

The differences between the 2D and (2+1)D calculations
between 150 and 600 K appear to be small. This is despite the
fact that if one looks at the reaction probabilities summed over
all H2 states, one finds a considerable population in theê ) 1
and 2 states of the spectator atom. This happens over a much
wider range of energies than in the SLEPS case, where excitation
of the spectator modes appeared to be restricted to resonance
energies. This has to be caused by the fact that the potential for
the spectator atom is much shallower for the MLEPS potential,
making the energy differences between states much smaller and
subsequently making excitation to higher-lying states easier.

If we look at the (2+1)D reaction probabilities at 97 K and
compare those to the 2D reaction probabilities (Figure 7b), we
see that the effect of adding the spectator bond is a decrease in
the (ν, ê ) 0) probabilities. However, for the (ν ) 2, ê) and
(ν ) 3, ê) levels, this is compensated by the addition of
population in theê ) 1 and 2 levels. As a result, the average
vibrational energy in the H2 molecule does not change signifi-
cantly in going from the 2D to the (2+1)D calculations. This
is clear from Figure 4b. This figure shows that the energy needed

Figure 5. Reaction probabilities summed over all states of the spectator
atom for the (2+1)D calculations: (a) SLEPS potential and (b) MLEPS
potential.

Figure 6. Excitation probabilities for the spectator H atom summed
over all H2 vibrational states as a function of the initial translational
energy of the incoming H atom: (a) SLEPS potential and (b) MLEPS
potential.
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for the excitation of the spectator bond is mainly coming from
translational energy for the energy range plotted. Moreover, over
most of the energy range, the percentage H2 vibrational energy
increases instead of decreases. The largest changes occur at 600
K, where we also see a large increase in the population of the
ê ) 2 and 3 levels. Around this energy there is also a small
population of theê ) 4 and 5 states, but this is less than 1%.
Therefore, these curves were left out to make Figure 7b easier
to comprehend. The next largest change occurs at 200 K but is
not accompanied by a large change in the population levels of
the spectator mode, which means that also here we see that the
spectator bond also functions as a reservoir to affect energy
redistribution at specific energies, even though no energy ends
up in the spectator bond after the collision.

5. Conclusions

In this paper, we investigated the surface catalyzed formation
of H2 on graphite, a model for interstellar dust. In light of recent
experimental results10,11 that show much less vibrational and
rotational excitation than previous theoretical work2,3,15,17-19,21

and in light of recent observations that show no evidence of
highly excited H2, we investigated the influence of the presence
of other (nonreactive) H atoms on the surface on the reaction
dynamics. This was done by assuming a monolayer of hydrogen,
physisorbed on a graphite surface. The influence of the layer
was investigated by comparing collinear 2D calculations, in
which all nonreactive atoms of the layer are fixed, to (2+1)D
calculations, in which also one nonreactive atom is allowed to
vibrate.

Figure 7. Reaction probabilities for the 2D calculations (stick) and the (2+1)D calculations (boxes): (a) SLEPS potential at 97 K and (b) MLEPS
potential at 99 K.
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To perform our calculations, we developed a new model
potential which could take into account multiple atoms on a
surface. This was done by taking the LEPS formulation54 used
previously2 and using it as a pair potential for each pair of H
atoms. Two different LEPS forms were fitted to points generated
using periodic DFT: the standard LEPS form (SLEPS) and the
modified LEPS form (MLEPS). We have to point out here that
these potentials, like the potentials used before, are highly
qualitative and that significant changes in the reaction prob-
abilities can occur if more accurate potentials are used. Our
results also show that for this system the precise fit is also
important, because the MLEPS and SLEPS reaction probabilities
are distinctly different, in particular with regards to the presence
and position of resonances. The SLEPS potential show lower
overall vibrational excitation, most likely due to the potential,
which shows a much narrower entrance channel and interaction
region than the MLEPS potential.

The addition of the extra vibrational degree-of-freedom has
some effect on both the SLEPS and the MLEPS calculations,
in that at low translational energies and at the resonances the
maximum H2 vibrational quantum number is lower in the
(2+1)D calculations than in the 2D calculations. Also, at low
energies and at the resonances, we find significant excitation
of the spectator H-graphite mode. The effect is much more
pronounced for the MLEPS potential than for the SLEPS
potential, which again is assumed to be due to the much wider
entrance channel and interaction region for the MLEPS potential.
We also have to point out that the possible effect of the
additional vibrating H would be much larger in a calculation in
which we would also allow nonzero impact parameters, which
obviously more closely resembles the experimental setup.

We have also seen that even when there is no significant
excitation of the spectator H atom a significant redistribution
of the available energy can take place. This means that the
spectator-graphite bond can function as a reservoir of energy
during the reaction. This energy can then be released or be
retained during the H2 desorption.

No evidence of highly excited H2 has been found sofar in
the interstellar medium in any of the astronomical observations.
Moreover, experiments done on this reaction at University
College London show much less vibrational excitation than
predicted in any previous theoretical work. Therefore, the main
purpose of our calculations has been to investigate the discrep-
ancies between the results from earlier calculations and obser-
vational and experimental data in order to be able to ascertain
which processes might have been wrongly ignored previously.
Via that route, we hoped to further our understanding of this
fundamental astrochemical process. Our calculations show that
the presence of other light atoms or molecules (such as H2)
would significantly influence the reaction probabilities for the
formation of H2 in the interstellar medium. Therefore, their
presence may be a possible explanation for the much lower
degree of vibrational excitation found sofar in the experiment
and the absence of evidence for highly excited H2 in the
observational studies.22,73
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